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METHODOLOGICAL ASPECTS OF RESEARCH INTEGRITY AND CULTURE

How should we assess trustworthiness of randomized
controlled trials?
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Readers of this journal will be well aware that many ran-
domized controlled trials (RCTs) have serious methodolog-
ical flaws, which undermine the credibility of their results.
In addition, it is increasingly recognized that some trials are
afflicted by problems of a different nature; they contain
false data or results, and some have been entirely fabri-
cated. These problematic studies may describe sound
methods [1], which means that they are not flagged by com-
mon critical appraisal frameworks, such as risk of bias
(RoB) tools [2,3]. Alternative frameworks are, therefore,
required to detect these studies so that they can be removed
from the literature and prevented from influencing health-
care decisions. These concerns are not hypothetical, as
illustrated by the reversal of the National Institute for
Health and Care Excellence (NICE) recommendation of
Fetal Pillow, which had been made on the basis of poten-
tially problematic studies [4]. In the current issue, JCE pre-
sents two contributions to this effort [5,6]. The publication
of these articles and the appearance of a spate of tools de-
signed to assess the trustworthiness of RCTs [7e12] are
welcome signs that the problem is finally being taken seri-
ously. While there is considerable overlap between many of
the proposed approaches, there are important differences in
content, form, and implementation. This prompts questions
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of how we can tell which methods for identifying problem-
atic studies are the most reliable and how they should be
implemented. In this commentary, we present some consid-
erations around the development and evaluation of these
tools.
1. Trustworthiness assessment as a diagnostic test for
fraud

Some researchers have suggested that trustworthiness
assessment should be seen as akin to diagnosis of fraud,
and that method development should follow principles used
for the development of a diagnostic test [13]. Such an
approach would necessitate consideration of concepts such
as the prevalence of RCTs ‘‘with confirmed misconduct’’
[13], as well as measures of predictive accuracy assessed
using a suitable reference standard. Contemplation of the
first of these, prevalence, might then cause us to abandon
the endeavour altogether. We lack robust estimates of prev-
alence of fraudulent trials; but if we assume the proportion
to be low, then any imperfect diagnostic test risks produc-
ing an unacceptably high false-positive rate. Falsely classi-
fying genuine studies as fraudulent harms both the accused
researchers and the evidence base, as valuable data are
discarded.

Nonetheless, there have been attempts to develop trust-
worthiness tools according to a diagnostic testing paradigm,
for example, by comparing potential trustworthiness assess-
ment criteria between retracted and nonretracted trials and
reporting measures of diagnostic accuracy according to the
number of criteria passed [14]. There are challenges with
this approach. A sound diagnostic test accuracy study re-
quires us to apply the index test to a representative sample
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from the target population, avoiding case-control designs,
and to compare the test result to a reliable reference stan-
dard [15]. This might not be achievable in the context of
trustworthiness assessment. First, there are limitations of
adopting retraction as a reference standard. For example,
it can take years for a problematic study to be detected
and retracted [16]. Moreover, it is unclear how many of
these studies go undetected, and when they are identified,
there is no guarantee of retraction. A second problem is that
the reference standard must have been applied without
reference to the results of the index test. This will almost
certainly be violated when considering retractions, since
at least some of the trustworthiness criteria being assessed
are likely to have been considered in the process of identi-
fying problems with the retracted study and determining its
fate.

Use of retraction status may introduce other design is-
sues. For example, in one study, the authors had to use a
sample of retracted studies from 1995 onwards to satisfy
sample size requirements [14]. This was then compared
to a sample of nonretracted studies published between
2018 and 2020, using criteria such as prospective registra-
tion, presence of a data sharing statement, and adherence to
the CONsolidated Standards Of Reporting Trials (CON-
SORT) guidelines. We might expect to see considerable dif-
ferences in these characteristics between trials published in
different time periods, regardless of the retraction status.
Such a design clearly violates the requirement to have a
representative sample.

In light of these considerations, it seems doubtful that a
useful diagnostic test for fraudulent RCTs represents a real-
istic objective. We must either abandon the pursuit of trust-
worthiness assessment altogether, or jettison the diagnostic
testing paradigm.
2. Moving from researcher to research integrity

If reliable diagnosis of fraud is not feasible, how should
we proceed with the development of a trustworthiness tool?
A distinction between ‘‘researcher integrity’’ and ‘‘research
integrity,’’ proposed by MacLeod, et al [17] and discussed
by O’Connell et al [18], suggests one way forward. A fail-
ure of ‘‘researcher integrity’’ implies deliberate miscon-
duct, including plagiarism, fabrication, and falsification.
By contrast, concerns with ‘‘research integrity’’ may stem
from researcher misconduct but may alternatively be ex-
plained by critical errors in the conduct of various aspects
of the trial. We might be able to see that there are numerical
contradictions in the results of a published study, but the
matter of whether this is attributable to data fabrication
or errors in data management or analysis will generally
remain unknowable. Noticing an anomaly will usually be
much easier than explaining how it occurred. If our goal
is to distinguish trustworthy from untrustworthy evidence
to prevent the influence of the latter, then identifying the
anomaly might suffice. If we can see (or have strong rea-
sons to suspect) that data in a study are incorrect, the ques-
tion of whether or not this is due to fraud is not the primary
concern [9]. Whether due to error or fraud, we should avoid
using the results to guide patient care.

By focusing on the trustworthiness of RCTs rather than
the question of whether or not the investigators committed
fraud, we avoid concerns relating to the unknown preva-
lence of fraud, while also avoiding legal consequences
and harms caused to wrongly accused researchers [18].
Developing a trustworthiness tool can then be viewed as
an endeavour to identify and operationalize criteria that
would lead us to doubt a study’s veracity. There are paral-
lels to RoB tools, which do not seek to detect bias, but
rather help the reviewer to judge whether aspects of the
study are likely to cause bias. Similarly, a trustworthiness
tool should guide the user through an assessment to help
them determine whether they have serious concerns about
the trustworthiness of the study. The validity of a trustwor-
thiness tool should not depend on the prevalence of untrust-
worthy studies any more than the validity of RoB tools rests
upon the prevalence of biased trials.
3. Selecting suitable criteria for assessing
trustworthiness

If measures of diagnostic accuracy are not suitable for
the selection of trustworthiness criteria, how can we deter-
mine which are worthwhile? Further comparison with the
development of RoB tools is instructive. RoB tools have
been informed by empirical meta-epidemiological evidence
regarding methodological features of RCTs and their asso-
ciation with treatment effect estimates. For example, a
comparison of RCTs with and without adequate allocation
concealment suggested that the latter group tends to exag-
gerate treatment effects [19]. It is unclear whether similar
approaches would aid in the evaluation of candidate trust-
worthiness criteria, as it is not known whether bogus results
systematically differ from authentic findings. Upon initial
consideration, we might expect results in problematic
studies to be inflated. However, this would not be the case
if a fabricator opted to emulate existing RCTs or report a
negative result to avoid detection. Nor would a lack of sys-
tematic differences reassure us that problematic studies do
not cause harm, as this would tell us little about the impact
of these trials on particular instances. Nonetheless, other
forms of empirical evidence remain important. For
example, many useful studies by Bolland et al [20,21] have
evaluated data patterns in fraudulent clinical trials, which
advance our understanding of statistical approaches to
fraud detection [22].

Of course, items are not selected for inclusion in RoB
tools solely on the basis of empirical evidence. For
example, the MetaBLIND study failed to demonstrate any
association between blinding and trial results [23]. It does
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not follow that the assessment of blinding in individual
RCTs should be discontinued. There are clear theoretical
principles explaining how and why lack of blinding might
impact study results. Rather, the MetaBLIND result might
discourage the sort of algorithmic thinking that declares
any study without blinding to be at high RoB, instead of
encouraging careful consideration about the potential for
lack of blinding to cause bias in any particular trial. This
is exactly the approach encouraged by the RoB 2 tool
[3]. Similarly, it seems likely that theoretical considerations
have a role to play in the selection, elaboration, and appli-
cation of trustworthiness criteria.

Corroborating this idea, researchers, to date, have relied
upon theory and expert opinion for the selection and eval-
uation of trustworthiness criteria, with the majority select-
ing criteria on the basis of the experience of and
discussions in the research team. For example, the devel-
opers of Trustworthiness in RAndomized Controlled Trials
(TRACT) devised a preliminary list of checks based on
their own experience before asking a Delphi panel to apply
the checks to several RCTs and score these in terms of their
usefulness and feasibility [7].

If we are to select trustworthiness criteria on the basis
of theoretical considerations, they should, at the very least,
display face validity. In this regard, some of the checks
included in existing tools may be challenged. For example,
in the current issue, Au et al use a discrepancy of 15% or
more between the intended and achieved sample size as a
marker of untrustworthiness [6]. This may reflect the pro-
fessional experiences of the trustworthiness in randomized
controlled trials development team, who largely represent
the field of Obstetrics and Gynaecology. Nonetheless, it
may be viewed with skepticism by trialists in many fields
where recruitment challenges are common. Indeed, the
problem of underrecruitment to RCTs is so well recog-
nized that strategies to improve recruitment are a focus
of trial methodology research [24]. In addition, the intent
behind the TRACT domain Plausibility of Intervention
Usage is not entirely clear, as it appears to conflate alloca-
tion concealment with blinding, prompting the user with
the example ‘use of sealed envelopes in a placebo-
controlled trial’. It is not clear why the use of sealed en-
velopes to prospectively conceal the allocation sequence
should preclude the use of placebo to ensure blinding
throughout the trial. The study by Au et al introduces
further confusion, as the authors prompted ChatGPT with
the text ‘‘Specifically, evaluate if the explanation of the in-
terventions and control/placebo is detailed enough to
allow for replication in another experiment.’’ This sug-
gests that the primary concern is to ensure the methods
are clearly reported. This critique is not intended to deni-
grate the pioneering work of the team so much as to illus-
trate that potential trustworthiness criteria can be
criticized using the methodological principles. The fact
that we can discuss individual checks in a principled
way suggests that the selection of criteria on the basis of
theory is not an arbitrary endeavour.
4. Implementation

Having selected suitable criteria to use for the assess-
ment of RCTs, we must consider how to operationalize
each of these in the form of a check that can be performed
by reviewers and how to assemble and arrange these checks
to produce a useful and practicable trustworthiness assess-
ment tool. In doing so, we must be mindful that the idea of
routinely examining trustworthiness of RCTs is relatively
new; so, the majority of potential users of a tool will have
limited experience and expertise in the assessment of trial
integrity. There are considerable risks here. The prospect
of taking on the role of data detective might be alluring
to many principled researchers, and while the desire to
eliminate bogus research from the literature is admirable,
the combination of enthusiasm and inexperience may pro-
duce a torrent of spurious complaints, needlessly burdening
accused researchers and research integrity professionals
and bringing the whole enterprise of trustworthiness assess-
ment into disrepute. To minimize these risks, the wording
of these trustworthiness checks requires careful consider-
ation, and clear guidance is needed for each, detailing the
ways in which they might malfunction.

A cautionary example can be found in the article by
Nielsen et al [5]. The authors recommend recalculating P
values from reported summary statistics. The authors
correctly note that P values may not be exactly reproduc-
ible from rounded summary data and suggest that ‘‘only
large differences between the reported and recalculated P
values should be concerning’’. But as guidance to users,
this might be highly misleading; recalculated P values
might be very different from reported P values but consis-
tent with the reported summary data. We are familiar with
an example in which identical mean values (‘no differ-
ence’) in the study groups would be compatible with highly
significant P values, once rounding has been taken into ac-
count. It is appropriate to recommend checking the consis-
tency of statistical results with reported data, but this needs
to be accompanied by clear guidance, describing how to
check whether reported P values are consistent with re-
ported summary data, taking rounding into account. Where
t-tests have been used, it is not difficult to calculate the
largest and smallest P values that would be compatible with
the reported summary data [25]. Indeed, it might be more
suspicious if we can reproduce the authors’ P values from
the reported summary data in every line of a table of re-
sults, as it might suggest that no underlying dataset was
analyzed to obtain the results. We expect that these points
are well-understood by Neilsen, et al, but suitable training
and guidance are required to make sure that this knowledge
is appropriately transferred to users of these methods.
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The matter of how to arrange the checks in the form of a
useful and reliable tool also requires care. In particular, there
is the question of how responses to a barrage of checks
should be used to arrive at an overall rating about the trust-
worthiness of a study. In the current issue, Au et al. suggest
that a study should be flagged for investigation if most items
are rated as ‘‘major concerns’’ [6]. Anderson et al treated the
number of quality criteria achieved by an RCT as a score,
reporting discriminative performance according to each cut-
off, and suggested that a ‘‘predictive scoring system’’ could
be developed [14]. Again, there might be important lessons
to learn from the RoB literature. Quality scores, such as the
Newcastle-Ottawa Scale, may be criticized for implying that
a critical flaw in a study can be compensated by other
strengths. For example, using a quality score, a study with
serious uncontrolled confounding might be rated as good-
quality evidence, provided other aspects were done well
[26]. This phenomenon should be avoided by a reliable trust-
worthiness tool. If a study’s reported summary data are
incompatible with the reported statistical results, for
example, we shouldn’t trust those results even if no other
red flags are present. One way to ensure that a trustworthi-
ness tool reflects that critical flaws would be to adopt the
approach used in RoB 2, where the overall study-level
judgement is at least as severe as the judgement for the
lowest rated domain. Problematic studies could display
any of a variety of warning signs, but there is no particular
reason to expect any particular problematic study to possess
a large number of them.
5. Automation of trustworthiness assessment

The introduction of trustworthiness tools as a supplement
to existing methodological appraisals is likely to increase the
burden of assessment. There is a clear rationale for deploy-
ing trustworthiness tools prior to RoB assessment. After all,
why should we care about the apparent validity of an inau-
thentic study? This would preclude the RoB assessment for
problematic trials. However, if we assume that a majority of
RCTs will not be judged as being problematic and will
therefore be subjected not only to trustworthiness but also
RoB assessment, the overall time required to assess trials
is likely to increase. Both in the current issue [5] and else-
where [22], it has been highlighted that concurrent examina-
tion of an author’s full body of work is an effective way to
identify integrity issues, but assessing a large number of tri-
als at once is particularly onerous. Solutions to increase
feasibility are therefore needed.

To this end, Au et al have demonstrated reasonable per-
formance of a large language model (LLM) in the imple-
mentation of TRACT in a case study [6]. Reliable,
automated trustworthiness assessment would be gold dust
to journal editors, research integrity specialists, and system-
atic reviewers. Some checks are likely to be easier to auto-
mate using AI than others. For example, checks of
unambiguous, clearly defined study features, such as check-
ing whether the sample size discrepancy exceeds 15%,
might be easier to assess using AI than those requiring sub-
ject matter knowledge and a degree of expert judgement.
Unfortunately, these ‘objective’ checks are also those sub-
jects to concerns relating to arbitrariness and generalisabil-
ity. We have already expressed doubts about the 15%
sample size threshold. Determining whether or not such a
discrepancy is really a cause for concern and would require
understanding of the particular context in which the study
was taking place. Similarly, as correctly noted in the
wording of TRACT, low numbers of participants who lost
to follow-up would be more concerning in some trials than
in others [7]. Specifically, low attrition rates might be more
surprising in studies with longer duration of follow-up or
more demanding treatment and outcome measurement pro-
tocols. Again, assessment of this item cannot be reduced to
a check against an objective criterion. Expert understanding
is required. Guidance for RoB 2 emphasizes the importance
of subject matter and methods expertise in RoB assessment,
and we anticipate that expert judgement will also be an
essential feature of many trustworthiness checks. On the
face of things, objectivity might appear to be a desirable
quality of a trustworthiness check, but if this entails the
application of arbitrary standards, it may be a double-
edged sword. A further problem with arbitrary, objective
criteria is that they are easily gameable by fraudsters,
who can manipulate features of the manuscript in accor-
dance with these rules. On the other hand, if we introduce
checks that require careful consideration in their applica-
tion, we may raise the level of difficulty for both users of
the checks and people trying to circumvent them.

The study by Au et al highlights some other ways in
which AI might facilitate trustworthiness assessment. For
example, statistical forensic methods typically require sum-
mary data from the paper to be extracted and formatted for
further analysis, which is time-consuming if done manu-
ally. The ability to use LLMs to automate this task would
represent a considerable saving of time. If statistical checks
of these data could also be reliably automated, this would
lower the barrier to entry for many users of trustworthiness
tools, while potentially reducing errors in the application
and interpretation of these methods.

One potential risk of using LLMs in the peer review pro-
cess is that it could, in principle, lead to breaches of confi-
dentiality. These concerns could potentially be addressed
through the development of bespoke LLMs deployed in
secure environments for use in editorial assessment.
6. Concluding remarks

We have described some methodological considerations
for the development of trustworthiness tools. In doing so, it
could be argued that we are making a mountain out of a
molehill. Perhaps, the exact content and form of these tools
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are not important. Rather, it could be argued, the primary
objective is to ensure that some forms of trustworthiness
assessment of RCTs are routinely performed, as this will
deter fraudsters who might otherwise have proceeded to
submit fake research to journals in the belief that no one
would ever think to question its authenticity. This is indeed
an important anticipated consequence of routine trustwor-
thiness assessment and hopefully offers some reassurance
against concerns that these tools will serve as training man-
uals for LLMs and individual fraudsters on how to produce
convincing forgeries. However, we believe that it is none-
theless important to construct these tools with due regard
to their validity. Efforts to develop a trustworthiness tool,
INSPECT-SR, according to the principles described here,
are almost completed at the time of writing [27].

The preceding discussion has been concerned with trust-
worthiness assessment without recourse to the underlying
trial dataset. When the individual participant data (IPD)
can be accessed, a more rigorous assessment of study integ-
rity is possible. A tool for use when IPD are available has
recently been published [11], and a large consensus process
to develop an IPD extension to INSPECT-SR (working
name, INSPECT-IPD) has been funded. The problem of
problematic studies is clear, and various tools for thwarting
their influence have been proposed. Stakeholders must now
decide which of these tools are viable. Burying one’s head
in the sand is no longer a defensible option.
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